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Figure 1: Our multi-person spherical FTVR display. From left to right (users’ views inset): a single person viewing a fishbowl
scene with perspective-correction and stereo, two people collaborating with two independent perspective-corrected views of
the same scene, and a third person using a tracked mobile screen to get a perspective-corrected augmented reality view.

ABSTRACT
A mixed reality experience with a physical display, that situates 3D
virtual content within the real world, has the potential to help peo-
ple work and play with 3D information. However, almost all of such
“fish tank virtual reality” (FTVR) systems have been isolated to a
single-person experience, making them unsuitable for collaborative
tasks. In this paper, we present a display system that allows two
people to have unobstructed 3D perspective views into a spherical
display while still being able to see and talk to one another. We
evaluated the system through qualitative observation at a four-day
exhibition and found it was effective for providing a convincing,
shared 3D experience.

CCS CONCEPTS
• Human-centered computing → Collaborative interaction;
• Computing methodologies→ Mixed / augmented reality;
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1 INTRODUCTION
One of the main challenges of virtual and mixed reality technology
is to create a shared multi-person 3D interactive experience in the
same place at the same time. In headset virtual reality, without
accurate, physically based avatars, multiple people interacting in
the same 3D space are not able to see each other and have a difficult
time agreeing upon and pointing at the same 3D location. Fish
tank virtual reality (FTVR) enables the experience of seeing the
virtual world situated in the real world, and thus provides the build-
ing block for multiple people to see each other while interacting
with virtual 3D content. However, because FTVR uses viewpoint
tracking and stereo depth cues for representing 3D objects, it has
traditionally been restricted to a single viewer.
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To address this challenge, we have created a multi-person FTVR
display. We describe the hardware and software infrastructure we
developed for the highest-fidelity volumetric FTVR display that has
been reported to date. The system supports perspective-corrected
rendering in stereoscopic view for a single viewer, in mono for
two viewers, and with additional mobile screens for extra view-
ers. It integrates high precision multi-projector calibration, per-
ceptual viewpoint calibration, high fidelity motion tracking and
active flicker glasses to create a high framerate, high-resolution
spherical display capable of presenting a multi-person mixed reality
experience. The hardware components are modestly priced and the
software is open-source, thus it is possible to replicate the system
for research studies on interaction and perception with high-fidelity
FTVR displays. We successfully demonstrated our display at a four-
day exhibition with multiple people cooperating in a “find the fish”
game, competing in a 3D ping-pong game or working together in a
cooperative apple grabbing game.

We first discuss some of the related work and technologies used
in different mixed and virtual reality systems. We then describe the
hardware and software used to create a multi-projector spherical
display. We also explain how motion tracking is used to enable
viewpoint and device tracking. Next, we discuss the different uses
of the tracking system with active flicker glasses, displays and
input devices to support multi-person interaction modes. We then
present some of the cooperative and competitive demonstration
applications to illustrate how people can work together in this novel
mixed reality experience. Finally, we discuss people’s experience
playing together in virtual 3D and consider possible directions to
improve the experience.

2 RELATEDWORK
FTVR was originally proposed with a single desktop display [25].
The important finding of the original FTVR studies was a com-
parison of different visual cues. For a variety of 3D tasks, they
found that while head-tracking and stereo cues together were best,
head-tracking alone resulted in better performance compared to
stereo cues alone [1, 25, 26]. This initial finding motivated many
follow-on FTVR displays that neglected stereo cues so that they
did not require any headgear or glasses [20].

Multi-screen FTVR displays: A significant extension of the FTVR
concept used multiple screens to construct multi-sided FTVR dis-
plays. The first multi-screen FTVR displays used three flat LCD
panels arranged into convex corner [13] or three projectors project-
ing into a concave corner [9]. The advantage of the multi-screen
display is that it allowed for a larger range of head movement
around the screen and therefore enhanced the motion-parallax 3D
cues that were found important in the early single-screen displays.
The concept was further refined with screens on five sides of a box
to give the illusion of an enclosed volumetric display allowing a
viewer to view all sides of the 3D objects “inside” the display [22, 23].
Despite the increase in motion-parallax cues and fidelity offered by
these modern variants of the FTVR display, the FTVR experience
has remained limited to a single person experience.

Spherical displays: A limitation of cubic displays, constructed
with flat screen panels, is the large seams that inevitably exist on

the edges of the cube. The seam size is a function both of the screen
bezel and the screen thickness, since screens are abutted at right an-
gles facing outward. Alternatively, a seamless enclosed display can
be realized by projection onto a convex display surface. Projection-
based cubic and cylindrical displays have been proposed [11, 14],
but spherical surfaces are the most popular shape for such seamless
displays. Spherical displays have also been shown to be effective
for presenting virtual avatars and avoided negative bias associated
with rendering on flat screens [18]. Spherical displays have been
realized in a variety of designs, including using a single projec-
tor [7], a projector and mirror [6], front projection [4], and multiple
projectors [2, 10, 29]. Using multiple projections has a number of
advantages over other designs, notably by having scalable resolu-
tion (by adding more projectors) and achieving relatively uniform
resolution over the display surface as compared to optically warp-
ing a single projector to cover the surface. The challenge of the
multi-projector approach is the the projectors must be calibrated
to each other and blended to provide a smooth transition among
adjacent overlapping projection regions. A number of previous
studies have addressed the problem of calibrating projectors on
curved projection surfaces [19, 21, 28].

Surface vs. FTVR rendering: One approach to multi-person visual-
ization and interaction on a spherical display uses a rendering that
appears on the surface of the sphere such as done with [3]. This
approach to multi-person interaction is limited to 2D interaction as
the displayed content appears as if on the display surface. Typical
uses of this approach are to interact with geographic information
on the earth as the earth’s surface fits naturally on the surface of
the sphere. Although the content is not 3D, as there is no stereo
rendering or motion parallax cues, the surface rendering does al-
low multiple people to see the same 2D scene. However, for FTVR,
the image needs to be rendered relative to the view point of the
user including right and left views for stereo. Because of this need,
the calibration requirements and rendering approach for multiple
users is more challenging. In particular, the multi-camera display
calibration requires the ability to render multiple images at the
same time to the spherical surface accurately, track multiple users
simultaneously with low latency and have a mechanism to ensure
the correct view goes to the correct user at the right time.

Collaboration in VR: Collocated display. It is possible to use local
or remote networks for multi-person cooperation in a shared virtual
environment [5, 8, 16]; however, interactions are restricted to each
individual’s display instead of a single, shared display. While users
each have their own display and can see what the other user is
doing in that area, they do not see how their real world gestures and
interactions relate to the location in the virtual scene. Therefore,
interaction is always indirect. Recently, multi-person FTVR displays
have been proposed for flat [12, 17], concave [15], and cylindrical
displays [11] that allow collocated participants to interact together
in front of the display. Similarly, in the spherical display described
in this paper, the display is shared and the 3D scene is rendered
with respect to the real-world location of each user so that they can
agree upon where things are in the virtual 3D scene. Thus, users
can point in the real-world into the virtual world and the other
user can tell where they are pointing. Users are also able to use
deictic gestures to indicate references, such as ‘here’, ‘there’, ‘this’
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Figure 2: A 12 inch diameter spherical display built with
three projectors (left) and 24 inch diameter spherical display
built with four projectors setup (right). The 24 inch sphere
is shown before screen calibration and therefore the pro-
jection overlap is visible, while the 12 inch sphere shows a
globe visualization after calibration so that the overlap be-
tween projectors is smoothly blended together.

and ‘that’, and have the other user know where to look into the 3D
scene. The spherical display described in this paper currently is the
only volumetric FTVR display system that supports this approach
to multi-person interaction while at the same time allowing for 360
degree movement around and above the virtual 3D space. Further,
in the approach described here, secondary displays, such as tablets,
may also be tracked. Thus, the virtual 3D scene can be rendered onto
these displays enabling additional users to be collocated with the
spherical display and still enable both direct and indirect interaction
into the virtual scene.

3 MULTI-PERSON FTVR SPHERICAL
DISPLAY SYSTEM

This section details the elements used to create the multi-person
FTVR spherical display. The description includes the components
for the spherical display including calibration, the techniques for
supporting multiple users and the graphics rendering approach.

3.1 Spherical display
Our display uses rear-projection of multiple projectors onto a spher-
ical surface. The inner surface of a plexiglass sphere is coated with
a translucent projection paint (created by B Con Engineering, Inc.).
A hole in the bottom of the sphere allows for rear-projection onto
the inner surface of the sphere from projectors mounted below
as seen in Figure 2. The hole size is a trade-off between projector
coverage, projector placement and roundness of the final display.
We found that a hole size of 75% of the diameter worked well for the
projectors we use. We used two surface configurations: a 12 inch

diameter sphere with a 9 inch diameter hole (Figure 2, left), and a
24 inch sphere with an 18 inch diameter hole (Figure 2, right).

Stereo projectors: For a compact design, the display uses short-
throw mini-projectors. To render stereo views for a single user,
and two multiplexed views for two users, the projectors require a
refresh rate of at least 120Hz. Fortunately, there are a few options
for small stereo projectors, such as the Optoma GT750ST (Optoma
USA, Fremont, CA). Synchronization of the projectors and stereo
glasses requires special consideration and is discussed in Section 3.2.

Chassis & projector placement: A simple chassis for a spherical
display can be made from a table with a lower shelf. A circular hole
is cut in the table top, and the projectors and camera are mounted to
the lower shelf. The only requirements for projector placement are
that they cover the spherical surface as much as possible and each
projector overlaps its neighbor by ∼10%. There are some potential
issues with projecting onto a curved surface. Consumer projectors
have a flat focal plane and a shallow depth-of-field; therefore the
corners of the projector when projected onto the sphere can be a bit
out of focus. Also, the perceived light intensity of the projectors is
somewhat view dependent, which can cause variation in projector
brightness as one moves around the display. In practice, we have
found that these optical issues are not noticeable, particularly for
scenes that do not have a bright background.

The optimal number of projectors depends on the size of the
surface and the desired surface resolution. Covering the surface of
the sphere with more projectors means that each projectors’ visible
patch on the surface will be smaller and therefore the effective reso-
lution will be higher.We have designed two effective configurations:
a 12 inch diameter sphere with three projectors (Asus P2B, 1280 x
800 resolution, 60Hz) at ∼63.49 pixels per inch (PPI), and a 24 inch
diameter sphere with four projectors (Optoma GT750ST, 1024x768
resolution at 120Hz) at ∼34.58 PPI. PPI (without considering over-
lapping pixels) was computed using a Monte Carlo method with
over three million samples. The multi-projector design allows the
surface resolution to be scaled up by adding additional projectors.
The same approach could also be used to increase brightness by
increasing the overlap among projectors.

Multi-projector calibration: Creating a spherical display using
multiple projectors requires calibrating all the projectors to form
a coherent, spherical rendering that blends the brightness of each
pixel to ensure the overlapping areas are invisible. To do this, we
adopt the camera-based multi-projector calibration approach pro-
posed by [28]. As pictured in Figure 2 and diagrammed in Figure 3,
a single camera is placed at the bottom of the display to observe
projected patterns from each projector. The 3D position of pro-
jected patterns are triangulated by coupling each projector with
the same camera as a stereo pair. This process is repeated for each
pair and the projected features are used to recover the sphere pose.
These recovered parameters are further refined using a nonlin-
ear optimization to minimize re-projection error. Finally, the 3D
position of each pixel is recovered on the display surface using
ray-sphere intersection. The automatic calibration approach can
achieve sub-millimeter accuracy on the 12 inch sphere, and 1-2
millimeter accuracy on the 24 inch sphere. A visual depiction of
the calibration results are provided in Figure 4.
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Figure 3: Overview of our system illustrating the worksta-
tion, tracking system, multiple projector spherical display,
two tracked participants using shutter glasses to receive
perspective-corrected views, and an additional participant
using a tracked mobile screen to get a perspective-corrected
view on the mobile device.

Figure 4: Top view of the spherical display before multi-
projector calibration (left) showing that projected grid lines
from different projectors are misaligned. Top view after the
calibration procedure (middle) showing that the projected
grid lines fromdifferent projectors are nowwell aligned and
appear like continuous lines. View from the calibration cam-
era below the sphere (right) showing that the grid pattern is
correctly calibrated and rectified for its perspective.

Computing: The primary computing requirement of the system
is to simultaneously output to multiple projectors. A non-stereo
spherical display can be run using a video splitter connected to a
high-resolution output. A stereo spherical display requires a work-
station that can output frame-synchronized video. An NVIDIA
Quadro P6000 graphics card was used to output and synchronize
four projectors for the large stereo sphere, but multiple Quadro
cards could be frame-synchronized up to 16 outputs.

3.2 Multi-view FTVR
Multi-view support: To support multiple views, we used active

shutter glasses for our setup that are controlled wirelessly with a
radio-frequency (RF) signal (XPAND 3D Glasses Lite RF, XPANDVI-
SION, Beaverton, OR). For the single-person mode, the active stereo

glasses allow us to alternate between left-eye and right-eye views
to provide stereoscopic rendering. For the two-person mode, rather
than shuttering the left and right eyes of a single pair of glasses, we
shutter both eyes between two pairs of glasses. By time multiplex-
ing views with shutter glasses, we provide a perspective-corrected
view into the spherical display for each viewer, even when both
viewers are standing close together. An observer would see both
rendered views overlapping (Figure 1, middle), but, for the active
players, the opposite player’s view is filtered out by the shutter
glasses (Figure 1, middle insets). The capability for two people to ex-
perience and collaborate within the same virtual scene and display
is, to our knowledge, unique to our spherical FTVR setup. By us-
ing 120Hz projectors, we are limited to providing 60Hz non-stereo
views to each person in two-player mode, but higher refresh-rate
and brighter projectors would allow us to multiplex more view-
points, or provide stereoscopy to multiple viewers. It also may be
possible to use circularly passive polarized stereo glasses; however,
we have not tested whether the spherical surface transmits the po-
larization sufficiently well. We also support tracked mobile screens,
using compatible Android devices, so that additional participants
can view into the 3D scene within the spherical display in an AR
type experience.

Stereo synchronization. The NVIDIA Quadro graphics card gener-
ates a hardware synchronization signal which is used to control the
stereo glasses. Typically, this sync signal is used as input to frame-
synchronized projectors to ensure that the projectors’ vertical-sync
precisely matches the glasses shutter in order to avoid disruptive
“cross-talk” between left and right views. Our inexpensive mini-
projectors, while able to refresh at 120Hz, do not have the hardware
frame synchronization input that is found on much more expen-
sive stereo theater projectors. We found through experimentation,
however, that the frame generation between projectors of the same
model is very consistent, and therefore the sync signal from the
graphics card only needs to be time delayed to align with one pro-
jector’s frame refresh and no cross-talk is observable. We measured
the projectors refresh timing using an oscilloscope and tuned the
sync signal delay using a simple Arduino microcontroller. For the
Optoma projectors, we used a 7.683 µs delay to synchronize with
the graphics card.

Head tracking: FTVR requires tracking a user’s viewpoint rela-
tive to the display screens. This could be accomplished by eye or
face tracking from video, but for robust and low latency tracking
it is often done using marker-based head tracking. We used the
OptiTrack (NaturalPoint Inc., Corvallis, OR) optical tracking sys-
tem with passive markers attached to the stereo glasses for head
tracking and active markers on handheld wands for manipulating
virtual pointers and objects within the display.

Viewpoint calibration: When using head-tracking, the location
and orientation of the display relative to the tracking coordinate
system and the participant’s actual viewpoint relative to the head
marker must bemeasured or calibrated. Fiducial markers could have
been used to provide these calibrations, but then the system would
only be compatible with tracking systems that support fiducial
markers, and the markers would need to be placed on the display
surface either temporarily during a calibration (which can be often
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Figure 5: Our viewpoint calibration procedure: the partici-
pant starts at the wrong viewpoint (left) so the projected tar-
get pattern appears distorted from their viewpoint (left in-
set). The participant moves around the sphere (right), until
the target pattern appears undistorted from their perspec-
tive (right inset).

if the display or tracking system is bumped) or permanently (which
would obstruct the spherical display). For a calibration procedure
without fiducial markers on the display, we have extended the view-
point calibration approach proposed by [24] to work with spherical
display surfaces, stereo viewing, and calibrating tracked tools, such
as virtual pointers. This fast and easy-to-use procedure computes
the required calibrations by using a sequence of viewpoint sam-
ples around the display. For each sample, the participant aligns
their view to a “bullseye” type pattern projected on the display. Fig-
ure 5 illustrates the procedure for one sample: the participant starts
in a position where the projected target pattern looks distorted
(Figure 5, left with inset showing the participant’s view) and then
moves around the display until the target pattern appears to be
undistorted (Figure 5, right). Once performed for multiple samples
around the sphere, this visual alignment procedure provides us
with a set of correspondences between the user’s ideal viewpoint
and the measured head position from which we can calibrate the
display and head-tracker. The same calibration approach can be
used when calibrating for monocular or binocular viewpoints by
interleaving the intended viewpoints while collecting samples. Our
viewpoint calibration approach can quickly compute a viewpoint
registration with average angular error of less than one degree.

3.3 Rendering
We have developed a general-purpose rendering engine for multi-
screen FVTR displays. The rendering system is built with the Unity
game engine (Unity Technologies, San Francisco, CA). It supports
a variety of display configurations, including multiple flat screens,
multiple projectors on spherical or curved surfaces and virtual repre-
sentations of FTVR displays. Stereoscopic rendering is supported, as
well as streaming perspective-corrected views to auxiliary screens.

Figure 6: Overview of our rendering pipeline. We generate
a view frustum for the user’s viewpoint of the scene (A)
and render to an off-screen texture (B). The mapping from
projector-space to sphere-space is used to non-uniformly
sample the rendered texture to generate the pre-warped im-
age for each projector (C, two projectors shown). For illustra-
tion, the pre-warped image (C) is colored to show different
projector regions, including: magenta regions that are not
visible on the spherical surface (because they do not pass
through the bottom hole of the sphere), yellow regions that
are visible on the spherical surface, but not from the user’s
current viewpoint, and black regions that are alpha blended
for a seamless transition in the overlap between projectors.

Rendering engine: Since FTVR displaysmix perspective-corrected
virtual imagery on a display with the real-world perspective cues of
the background around the display, any mismatches between these
perspective cues are disruptive to the 3D effect. For cubic displays,
perspective mismatches are perceived as sharp kinks and discon-
tinuities across the flat sides of the display. For spherical displays,
mismatches result in a more subtle effect: an overall warping of
the 3D scene. Empirically, the warping effect is more prominent in
stereo viewing and can be disruptive to the 3D illusion.

Perspective mismatches have two main causes. Firstly, static
perspective mismatches can occur because of the miscalibration of
the viewer’s viewpoint to the displays. These are mitigated by the
viewpoint calibration methods described in Section 3.2. Secondly,
dynamic mismatches occur due to latency between the tracking
of a user’s viewpoint and the rendering of the 3D scene. For this
reason, low latency head-tracking and efficient rendering pathways
are a critical aspect of FTVR displays.

As illustrated in Figure 6, for projector-based rendering, we
use a render-to-texture pass and texture sampling to generate
perspective-corrected imagery across multiple screens. A camera
is placed in the scene at the tracked viewpoint of the user(s) and
is rendered-to-texture with a normal rendering pass. For stereo or
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multi-viewer mono rendering, there is an additional pass for the
additional viewpoint. The texture is then sampled in the mosaic
projection shader to generate per-pixel color for each projector. For
flat screens, e.g. on a cubic display, the homography for each screen
is determined implicitly using an off-axis projection matrix for each
screen and updated each frame based on the tracked viewpoint(s) of
the user. For a spherical display, multiple mappings are used to com-
pute the correct pixel color. Pixel locations in projector-space are
transformed to the sphere surface location using the projector-to-
sphere map computed during projector calibration (as described in
Section 3.1). Sphere-space locations are transformed the viewpoint
camera’s clip space with the typical ModelViewProjectionmatrix.
These locations are then used to sample the rendered texture saved
from the last rendering pass. The per-screen texture sampling is
efficient as it does not involve 3D rendering, just 2D texture-space
sampling.

Mobile views: Additional views of the virtual environment can be
seen onmobile screens. This is accomplished by streaming rendered
frames to external devices over the network. Network messages are
compressed using LZ4 and the frames are compressed as a JPEG
image. Streaming in this fashion allows for lightweight mobile
clients while limiting network traffic, rather than requiring the
mobile devices to have a local copy of the 3D scene that has to be
synchronized. Presently, we install a Unity application on themobile
device that features image streaming, remote menu controls, and
using the device camera for pattern-based viewpoint calibration.
The additional rendering on the workstation side increases the
load on the graphics card, but we use an experimental feature of
Unity called AsyncGPUReadback. This feature allows rendering to
a mobile client at a lower priority than the main rendering loop.
We are able to stream 720p frames at 30Hz to a wireless client.

We take advantage of the mobile display rendering by also track-
ing the mobile displays in the same way viewers are tracked. By
doing so, the rendered image provides a window into the 3D scene
so that the mobile display user has a view into the same 3D space
as those directly looking at the spherical display. There are two dif-
ferent modes that are consistent with the multi-person experience
using a mobile display. First, the 3D scene can be rendered as if
from the viewpoint of the mobile display, providing a window into
the scene. The user can then move the display around to look inside
and from different angles. Second, the user’s position can be tracked
as well so that the image on the mobile display is rendered from
the user’s viewpoint through the display. The user can then move
around the display to change the viewpoint and orient the screen
between their eyes and the 3D scene. Both are useful depending
upon the multi-person interaction appropriate for the application.

The mobile Unity application includes a menu for the system
so that demos can be switched via a mobile screen and application
parameters can be easily adjusted without using the workstation,
which is convenient in an exhibition or user study setting. Using the
mobile display as an input device provides a high fidelity interaction
device that can be used to interact with the contents in the display.

Image Mosaicing: We use NVIDIA Mosaic technology to unify
the image of the projectors into one screen. We use an Nx1 typol-
ogy (where N is the number of projectors) to represent the circular

Figure 7: The player’s viewpoint of the collaborative “find
the fish” game when the players are pointing their magenta
and cyan virtual lasers at different fish (left) and when they
work together to target and capture the same fish (right).

arrangement of the projectors under the spherical display. Impor-
tantly, NVIDIA Mosaic synchronizes all screens in resolution and
framerate for stereo rendering. Each projector has a resolution of
1024x768, making a total Mosaic resolution of 4096x768.

Tracking data: We provide interfaces for a number of differ-
ent tracking systems, including the Polhemus Fastrak, Liberty, G4,
Patriot, optical tracking systems (OptiTrack Motive), Kinect head-
tracking, and a virtual tracking system implemented directly in
the Unity scene. The tracking system abstracts these trackers into
a component that has a calibration for the display’s position and
orientation and manages a number of tracked objects in the virtual
environment. These tracked objects have a position, orientation,
and a viewpoint calibration. The calibrations are used to transform
the object from tracking space to display space and to correct any
translational or rotational offset between the tracked point and the
viewpoint. The system supports both 3 DoF (position tracking only)
and 6 DoF (position and orientation tracking) tracking systems.

4 EVALUATION & DISCUSSION
The system was demonstrated at the ACM SIGGRAPH Emerging
Technologies exhibition in August 2018 over four days for over 1000
participants [27]. Typically, each pair of participants interacted with
the system between 2 and 10 minutes depending upon how quickly
they completed the tasks or spent time asking questions about
the exhibition. We allowed each participant to first visualize a 3D
fish bowl scene individually with stereo-glasses (Figure 1, left). We
then had both participants view the fish bowl scene together using
shutter-glasses set to binocular non-stereo mode (Figure 1, middle).
The participants were given tracked wands that worked as virtual
laser pointers. As FTVR supports real-world objects being situated
in the same space as the 3D images, the laser beams appear as if
they extend from the wand into the scene. Each laser beam had
a distinct color (Figure 7). Participants were given a two-person
collaborative 3D pointing task to hit a target that they agree upon
at the same time. The target is presented as a white colored fish
(the scene included three white fish and nine goldfish) which is
animated to hide from the players’ view by moving to regions in
the scene with low visibility. We programmed the fish to hide to
encourage players to move around the display while collaborating
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Figure 8: Two people playing the competitive ping-pong
game on our system. The observers view shows distorted
and overlapping rendering on the spherical display (bot-
tom), but each participants gets their own perspective-
corrected view into the game (top).

to point at the same target. When one person hit the target fish
with their virtual laser beam it would slow down, but the target
was not selected until both players’ lasers were held on the target
for 1.25 seconds at which time the fish turned into bubbles and
disappeared (Figure 7, right). After finding all three target fish, a
“game complete” message was displayed in the 3D scene.

Following the collaborative find-the-fish activity, approximately
10% of participant pairs (due to time constraints at the exhibit)
were also invited to play a competitive ping-pong game (Figure 8).
Again participants wore shutter-glasses in binocular non-stereo
mode. In this game, the tracked wands were used as the handles
of virtual ping-pong paddles that moved along the surface of the
sphere. Participants were instructed to “block” the ping-pong ball as
it bounced back-and-forth between the participants over a circular
ping-pong table inside the spherical display. The orientation of the
virtual paddles were constrained to face toward the center of the
table to make the game easier to play, but at the same time the
physics-based ping-pong ball bounces forced the players to move
around the display in order to block the ball. A white target was
rendered on the surface of the spherical display as a hint regarding
where participants should place their paddle to correctly block the
ball when it was moving toward them.

During busy times at the exhibit, when there was a line forming
in front of our booth, we were able to show waiting participants
the mobile display, allowing them to get a glimpse into the current
experience while waiting for their turn. We offered several different
views including static cameras, a stream of each user’s current view

as well as tracking the mobile display itself and introducing it as
an additional viewpoint.

During the exhibit, three researchers helped to run the demon-
stration and observed participants’ interactions and verbal com-
ments while playing. While not a formal study, we summarize the
general observations about participant experience with the collab-
orative spherical display at this exhibition.

General observations for 3D effect.

• The single-person 3D effect with perspective and stereo on a
spherical surface was very strong. Many participants made
an audible comment when first trying the display, e.g. “oh
wow.”

• The 3D effect was noticeably better for stereo as compared
to binocular non-stereo mode. Approximately 20% of partic-
ipants noted a preference for the stereo-mode. Some com-
plained when transitioning to the two player mode that the
scene looked more flat. We expect this is the case because
the users are interacting at close proximity to the display,
therefore the stereo disparity is strong.

• The vast majority of users got the concept of moving their
viewpoint around without additional explanation from the
experimenters either by observing previous users do the
experience or by figuring it out themselves. The fish bowl
scene had various objects for the fish to swim around that
also encouraged people to move around the display to see
where the different fish were.

• Participants reported that the motion parallax effect was
strong. Many participants played with the motion parallax
by intentionally moving unnaturally in order to test our
system’s reaction.

• The motion parallax effect was perceived differently by par-
ticipants. Around 60% deemed the effect to be really good
and natural. However around 25% actively criticized that
they noticed a floating effect for virtual objects. Two poten-
tial causes for this are expected. First, we did not have time
to run each participant through the personalized viewpoint
calibration procedure, thus, there is some discrepancy be-
tween their actual viewpoint and the one estimated from
the tracking markers attached to the shutter glasses. Second,
when in stereo mode, static images appear to bend when
a user moves. Thus, when tracking a participant, latency
in updating the display when they move causes a similar
bending phenomenon. With a 60 Hz update rate and an ap-
proximately 8 msec tracking latency, we expect our total
latency is between 10-20 msec. Lower latency tracking and
higher frame rate projectors would help to mitigate this
effect.

Collaborative 3D pointing task (find-the-fish game).

• Participants immediately began shining their lasers on a
target of their choice. Once they realized that they both
needed to hit the same target, they began to negotiate the
selection of the common target.

• To accomplish the task, participants would say directions
out loud, such as, “Come look over here,” and, “Look at the
fish near the pink clam shell.”
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Figure 9: Two participants standing in close proximity while
playing the “find the fish” game together. The experimenter
(left side) is observing their communication and interac-
tions.

• Non-verbal communication included participants pointing
into or onto the sphere with their fingers, waving their vir-
tual laser pointer and using gestures to indicate the direction
of the movements.

• When participants attempted to point at a target with their
finger, most (approximately 70-80%) pointed at the target
shown on the surface of the display rather than pointing
in the direction of its actual 3D position; instead of being a
helpful hint, this behavior often confused the second user.

• Participants moved around the display throughout the game,
often starting opposite their partner, but moving close to-
gether to gain similar perspectives for better pinpointing
the target. A typical scene from the game is shown in Fig-
ure 9. When the fish were hard to find, players moved away
from their partner at times in order to find a good secondary
vantage point, so both lasers could intersect the target from
different angles.

• Both the laser-pointer based interaction and head-tracking
were intuitive; participants needed minimal instruction be-
fore they began moving around the display and changing
their viewpoint, even crouching, to search for the virtual
fish. Some participants (approximately 10-20%) figured out
the interaction methods without any instruction from the
researchers.

• The fish-finding task was an enjoyable experience, with
many participants showing audible excitement, or even a
high-five, upon catching a fish.

• Wandmiscalibrationwas noticeable, with approximately 20%
of participants complaining about the physical wand and
virtual laser pointer not being aligned. Potential causes for

misalignment include the monoscopic view used in the two-
person mode, and misalignment during the device viewpoint
calibration. New device calibration methods that account for
participant viewpoint(s) are needed as future work.

• In monoscopic viewing, around five percent of participants
were unable to judge the direction of the laser pointer. Al-
though we added a shining effect to the end of the laser
pointer, it was still unclear where the laser pointer started
and ended in the display.

Competitive object tracking task (ping-pong game).

• Overall players found the ping-pong game less enjoyable
than the find-the-fish game. Some potential explanations for
this are discussed here.

• Binocular non-stereo cues were insufficient to provide depth
cues for a small ball.

• Despite shadows and other cues, it was difficult to judge the
ball’s trajectory, particularly when it was moving toward
the participant.

• Participants seemed to use the white target “hint” for where
to place their paddle, rather than looking at the ping-pong
ball.

• We had to slow down the ball velocity to make the game
playable, but this resulted in slow gameplay that was not
very exciting.

• We informally tested playing the game in one-person stereo
mode against an AI opponent, which made the game better
and able to be played with a faster ball speed, which would
make the game more fun.

• Players moved around the display, but adjusted to a spot
where they could reach most positions without a lot of addi-
tional body movement.

Mobile display.

• Participants were expecting the mobile view to be static
and articulated surprise when they found out that it was
viewpoint dependent.

• There were also options to directly stream a user’s viewpoint
to the mobile screen instead of using the screen’s position.
Participants generally said that they prefer the tracked dis-
play mode over streaming a user’s view onto the mobile
screen.

5 CONCLUSIONS
The resurgence of headset VR in recent years has renewed interest
in collaborative VR experiences. Collocation within the physical
world affords many tangible and intangible benefits for collabora-
tion. Headsets, and VR versions in particular, impede feelings of
real-world connectedness and situatedness between people as they
share a virtual space. Volumetric FTVR displays, such as spheri-
cal displays, have better potential to merge with the real-world
environment in order to create a true MR experience, but, to date,
have been limited to a single person. Our new FTVR system brings
together a number of technologies, including projectors, display sur-
faces, cameras, and 3D rendering, in order to realize a high-fidelity
experience for two people interacting within the same virtual re-
ality space, which is also situated within the real-world in order
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to better communicate and share the experience together. While
each component of the system is relatively inexpensive, making
the system easy to replicate, the tight integration of these compo-
nents is required to make a believable and effective collocated MR
experience. We have demonstrated the effectiveness of our design
and system integration efforts by having many people use the sys-
tem. We observed generally positive experiences, particularly for
a collaborative game experience within a shared virtual fish bowl.
Of all MR technologies under active research and development, we
believe that spherical displays have the best potential to provide the
visual illusion of a virtual scene merged indistinguishably with the
real environment. Our present system takes a large step towards
this realization. Future development, including ultra low latency
and markerless viewpoint tracking, together with full stereo view-
ing for multiple participants, could bridge the perceptual barrier to
provide a truly magical crystal ball experience.
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